A Minimum Cost Approach to Connectivity from Orientation Distribution Functions via Efficient Multi-directional Graph Propagation
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Abstract. Regional connectivity measurements derived from diffusion imaging datasets are of considerable interest in the neuroimaging community for better understanding white matter connectivity. Current connectivity measurements are usually either based on fiber tractography applied in Monte-Carlo fashion, or variations of the Hamilton-Jacobi approach, or are graph-based. We propose a novel, graph-based algorithm that provides a fully deterministic, efficient and stable connectivity measure. This method handles crossing fibers and deals well with multiple seed regions. The computation is based on a multi-directional graph propagation algorithm applied to sampled orientation distribution functions computed directly from the original diffusion imaging data. While a maximum probability approach is possible, here we focus on a minimum cost formulation. We present results on synthetic and real datasets to illustrate the potential of our method towards subject-specific connectivity measurements performed in an efficient, stable and reproducible manner. Such individual connectivity measurements would be well suited for neuroimaging studies.
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1 Introduction

In recent years, the use of regional connectivity measurements computed from diffusion MRI data have become of considerable interest in the neuroimaging community in an effort to better understand cortical and subcortical white matter connectivity. While measuring cortical and subcortical white matter connectivity is an important endpoint in and of itself, efficient and stable methods for quantifying connectivity is particularly important for network analysis studies. A connectivity matrix designating the connection strength between all brain regions is typically the starting point of such studies.

The most elementary measurement of connectivity strength is the mean Fractional Anisotropy (FA) along the path between two regions. While this is a straightforward metric to compute, it is far from ideal as it cannot effectively handle crossing fibers and also because FA has a non-uniform and non-linear distribution along the fiber, which simple averaging completely disregards.
Stochastic tractography methods overcome some of these issues by repeatedly applying streamline tractography in a Monte-Carlo fashion\cite{1,5}. The connectivity strength at a given voxel is then defined as the number of paths reaching that voxel divided by the total number of generated paths. While this powerful method can overcome the problem of crossing fibers with an appropriate local diffusion model, it is not deterministic and can be very inefficient due to the large number of tracts that must be generated to converge to a stable result.

Various methods based on the Hamilton-Jacobi approach have been proposed to overcome some of the difficulties arising in tractography \cite{7,12,10}. The main idea for these methods is to compute the shortest path where the cost associated with each path is an integral dependent on position, path orientation and local diffusion anisotropy/strength. These formulations result in first- or higher-order partial differential equations which model evolving fronts whose speeds are determined by information from the diffusion tensor \cite{7}. These methods are inherently more robust to noise than tractography methods and also have the advantage of being fully deterministic and computationally efficient. However, these methods cannot handle crossing fibers effectively, whereas this can be incorporated into explicit tractography models. Moreover, these methods cannot take into account the consistency of path orientation along the minimal path.

A final class of methods for computing connectivity consists of graph-based approaches \cite{8,15,13}. These approaches treat the image as a graph by placing a vertex at each voxel and edges between neighboring voxels. The edges have weights, which can be considered as costs or probabilities of their two end voxels being connected to each other. These methods can take advantage of the vast graph processing literature for efficient computations. However, these methods are typically prone to taking “shortcuts” in the graph (or creating “phantom bridges”, as Zalesky et al. calls them), i.e. preferring a shorter path that doesn’t fit the data over a longer path that fits the data.

We propose a novel multi-directional graph-propagation based algorithm that computes connectivity between brain regions in a fully deterministic and efficient way, much like the Hamilton-Jacobi approach, while allowing crossing fibers. Furthermore, our method respects the local connectivity patterns in the data, which is not the case for the global-level optimization of Hamilton-Jacobi methods. This further allows our method to avoid the phantom bridge problem.

2 Methods

Motivated by the well-known $F^*$ (pronounced “f-star”) graph traversal algorithm \cite{6} and previous work using $F^*$ to compute non-linear distances within the brain \cite{14}, we extended $F^*$ to incorporate multiple incoming and outgoing directions for computing the overall probability or cost of a voxel. While we designed two formulations of this algorithm, one for propagating costs and one for propagating probabilities, here we will focus purely on the former. For details on the probability formulation, please refer to \cite{2}. In addition to being more computationally expensive (probabilities are multiplicative whereas cost is ad-
Fig. 1. An ODF representation at a single voxel (A). Multi-directional cost function diagram (B) shows the variables that affect the cost of traversing an edge in 2D. For the voxel Current, for each direction out, we consider all neighboring voxels (green) and all the possible directions (red) at these voxels in order to identify the neighbor \( n \), which lies in the direction \( d_n \) from the Current voxel, and the direction in at the neighbor \( n \), such that the cost is minimal. (C) Angle penalty function.

ditive), one of the major issues with the probabilistic approach is its proneness to cyclic connections, whereby a small loop of strongly connected voxels can be revisited many times rather than leaving the loop to follow the fiber path. The cost approach, as discussed below, allows for a length-independent formulation, which makes such loops unadvantageous and therefore avoids this problem.

### 2.1 Scalar F* graph traversal

The basic F* algorithm [6] uses an adapted TV-scan processing of the image: starting from one corner of the three dimensional input image, the algorithm will visit each voxel in consecutive order. The processing will first visit each voxel of the current line until its end, then it will visit each voxel of the same line again in reverse order. This is performed for each line until the end of the current slice. At the end of the current slice, it will traverse that slice in reverse order. This interweaving of forward and backward iterations greatly reduces the overall computation time: during backward iterations, only the neighbors visited in the preceding forward iteration need to be considered; similarly, during forward iterations, only the neighbors visited in the previous backward iteration need to be considered. In the experiments presented in the Results section, the number of iterations were typically in the range of 5 to 10 before convergence.

The F* algorithm keeps track of the current optimal cost for each voxel as well as the length and the origin node of the path associated with this optimal cost. Note that this basic F* algorithm is only suitable for graph traversal problems where the cost of traversing an edge is a single scalar.

### 2.2 Local diffusion model

We use orientation distribution functions (ODF) for our local diffusion model. The ODF image can be computed directly from a diffusion-weighted image.
(DWI) using the technique presented by Descoteaux et al. [4]. Briefly, this
method provides an analytical solution by modeling the diffusion imaging signal
with a spherical harmonic basis that incorporates a regularization term based
on the Laplace-Beltrami operator. The ODF image thus provides a continuous
diffusion distribution function at each voxel of a 3D image (Fig. 1A). This ODF
image is sampled at each voxel into a spherical sampled distribution using a
standard electrostatic repulsion scheme[9], which allows for a high number of
directions to achieve the desired level of accuracy.

2.3 Multi-directional F* graph traversal

In order to accommodate the multi-directional local diffusion model, we extend
the basic scalar F* algorithm to keep track of multiple directions at each voxel
(represented by a graph vertex). Each voxel visit consists of updating the cost
for each sampled ODF direction of the current voxel based on the costs of its
neighbors (graph vertices connected by an edge to the current vertex). To this
end, for each sampled ODF direction $\text{out}$, for each neighbor $n$, the cost of arriving
to $n$ in direction $\text{in}$ and traversing an additional edge along $\text{out}$ is computed.
The minimum cost thus obtained is:

$$C_{\text{current}}^{\text{out}} = \min_{n=\text{neighbor}} \left[ C_{n}^{\text{in}} + \text{cost}(\text{in}, \text{out}, d_{n}, ODF_{\text{current}}, ODF_{n}) \right]$$ (1)

where $d_{n}$ represents the vector from the voxel-center of $\text{current}$ to the voxel-
center of $n$. The $ODF_{\text{voxel}}^{\text{dir}}$ terms refer to the value of the input orientation
distribution function sampled at direction $\text{dir}$ for location $\text{voxel}$. Figure 1B
illustrates each of the voxels and vectors that factor into this cost function. $C$ is
initialized to 0 for the seed voxels and to $\infty$ for all other voxels.

In contrast with the scalar F* algorithm, the multi-directional F* algorithm
keeps track of the current optimal cost for each voxel along each sampled ODF
direction, as well as the length and the starting vertex (i.e. origin) of the paths
associated with each of these optimal costs at each voxel along each sampled
ODF direction. This results in significantly larger memory costs than the scalar
F* algorithm; however, the computation time is nonetheless considerably smaller
than Monte Carlo approaches.

2.4 Length-independent connectivity cost

A major shortcoming of current connectivity assessment methods is the length-
dependency of the resulting connectivity strengths; longer tracts are biased
against in stochastic tractography, Hamilton-Jacobian and most graph-based
methods. This essentially means that especially the Hamilton-Jacobi and graph-
based algorithms may favor unrealistic “shortcuts” rather than longer paths that
may be more true to the anatomy and local tensor alignment. The same weak-
ness also applies to the probability formulation of our algorithm presented in
[2]. However, the cost formulation we present here lends itself easily to length-independent connectivity computation. This is achieved by considering the minimum average cost of a path rather than the minimum value of the accumulated cost itself (see Fig. 2).

\[
\hat{C}_{\text{out}}^{\text{current}} = \min_{n=\text{neighbor}} \frac{C_n^{\text{in}} + \text{cost}(\text{in}, \text{out}, d_n, ODF_{\text{current}}, ODF_n)}{L_n^{\text{in}} + |d_n|} \tag{2}
\]

where \( L_n^{\text{in}} \) represents the length of the current best path to neighbor \( n \) at direction \( \text{in} \), which is the sum of the lengths of each edge along the path from the seed to \( n \). The length of a graph edge will be equal to 1 for an edge between voxels with a common face, \( \sqrt{2} \) for an edge between voxels with only one common edge, and \( \sqrt{3} \) for an edge between voxels with only one common vertex.

With this modification, the cost of a node will only be updated if the necessary edge traversal cost is less than the average cost of the path, thus reducing the average cost of the path. This allows for longer paths to remain possible even if less anatomically accurate “shortcuts” exist.

### 2.5 Cost of traversing a graph edge

The cost function used in Eqn. 2 is based on the diffusion in the current and neighboring voxel as well as the consistency of the incoming direction \( \text{in} \), outgoing direction \( \text{out} \) and the direction and distance towards the neighbor \( n \):

\[
\text{cost}(\text{in}, \text{out}, d_n, ODF_{\text{current}}, ODF_n) = |d_n| * [\alpha * [f(ODF_{\text{current}}, \text{out}) + f(ODF_n, \text{in})] + \text{Penalty}(\text{in}, \text{out}) + \text{Penalty}(\text{in}, d_n) + \text{Penalty}(\text{out}, d_n)]
\]

where \( \text{Penalty} \) is an angle penalty function between two given directions and \( f \) is a diffusion weighting function, both of which are further discussed below. \( \alpha \) is a weight that can be set based on the chosen \( f \) and the parameters of the \( \text{Penalty} \) function. In most of our experiments, we have simply opted for equal weighting of the two terms, i.e. \( \alpha = 1 \) which we empirically found to yield satisfactory results. A more thorough empirical evaluation of this parameter was conducted for the synthetic datasets where ground truth was known. As can be expected from studying the above equation, we found that lower values of \( \alpha \) rely heavily on path consistency and may be appropriate for processing noisy images where this can serve as a regularization term. Higher values of \( \alpha \), on the other hand, assign more importance to the raw data than to path consistency; this may be an appropriate setting for images with higher SNR ratio and/or when curvier fiber bundles are being investigated.

**Angle penalty function.** We use an angle penalty function to allow the propagation of the diffusion only between two directions that are close to each other, that is to say, that have a small angle between them. This is to prevent the propagation from going backward and less likely along orthogonal paths. This function
penalizes paths that are highly curved and reduces the likelihood of ‘switching’
paths at crossing fiber voxels. This penalty metric is based on the angle between
the two directions and has a value between 0 (no loss in propagation) and 1 (no
propagation allowed):

\[ \text{Penalty}(v_1, v_2) = \frac{1}{2} \times (1 - \text{erf}\left(\frac{v_1 \cdot v_2 - \mu}{\sigma}\right)) \]  

The \( \mu \) and \( \sigma \) parameters determine the mean and spread of the error function.
We choose \( \mu = 0 \) since we want the penalty function to be centered around
a 90 degree angle, with going “backward” having the highest penalty. Figure
1C illustrates the angle penalty for \( \sigma = 1 \), as used for all results presented in
the next section. The angle penalty function may allow for a tighter or a wider
propagation along crossing fibers based on \( \sigma \). If the function allows for a too
wide angle of propagation, there will be almost no loss of connectivity when
crossing over to other fibers. Our tests so far showed that the results are rather
stable with respect to the \( \sigma \) parameter. Further testing and comparison with
alternative penalty functions remain for future work.

**Diffusion weighting function \( f(ODF) \).** Since we want the cost at a voxel
in a given direction to be inversely proportional to the amount of diffusion at
that voxel along that direction, we need to define a diffusion weighting function
that will transform the input ODF data. Given the ODF \( \phi \), and the direction
\( d \), we have initially tried the simplest possible choice by using \( f(\phi, d) = 1 - \phi|d| \), which has, as expected, yielded great computational efficiency. However,
we found that this diffusion weighting function was too simplistic and did not
accurately capture the underlying data. In particular, consider two ODF’s, one
with two peaks, \( O_1 \), and one with a single peak, \( O_2 \) (on the unit hemisphere).
The above weighting function would assign the same value to the direction along
one of the peaks in \( O_1 \) and a direction that is relatively separated from the
single peak in \( O_2 \). The desired behavior, clearly, is to assign a smaller cost to
directions that are the preferred directions of diffusion according to the ODF.
For this reason, we have used a Finsler-type weighting function modeled after
Melonakos et al. [10]. Given the total number of sampled directions \( n\text{Dirs} \), we
define the following weighting function:

\[ f(\phi, d) = 1 - \frac{n\text{Dirs} \times \phi|d|}{\sum_{dir} \phi|dir| \cdot d_{\perp}} \]  

where \( d_{\perp} \) represents the normal to the ODF surface at \( d \). This function assigns
weights based on the ratio of diffusion along the current direction \( d \) to diffusion
along all other sampled directions projected to the plane whose normal \( d \)
represents.

**3 Results**

**Simple Synthetic Data.** We first evaluate our algorithm on three synthetic
3D examples (Fig. 2): a) a single fiber tract, b) two crossing fiber tracts with
the source in each one of the two tracts and c) a grid of fiber tracts with a single source. Computation time for all synthetic datasets was under 2 minutes on a standard linux 64 workstation for 92 sampled directions for the ODF.

For the single source and tract settings, the diffusion propagates along the synthetic fibers; while the minimum cost of a path increases with distance to the source, the average cost remains the same. The crossing fiber synthetic example illustrates how well our method handles/propagates along crossing fibers as well as the ease of obtaining volumetric renderings of the paths as a side product of the algorithm. Here, we thresholded the average cost map to create a “propagation map”. Fig. 2d shows a volumetric rendering of the seed labels associated with each voxel inside this propagation map. Clearly, the algorithm was able to successfully resolve the crossing fibers, while keeping track of the origin of each track, its length, as well as its average cost, all in a very efficient manner.

The grid example tests a multiple crossing fibers situation (Fig. 2e and 2f). The 3D rendering clearly shows that the algorithm was able to resolve the crossing fibers successfully, as well as distinguish between each voxel in the source. The average cost map shows that the cost propagation was effectively carried out to the entire grid, even though the cost was high to reach the regions where multiple sharp turns that deviate from the local diffusion model are necessary.

**Numerical Fiber Generator.** While the simple synthetic data presented above illustrates the basic function of our algorithm and is useful for demonstrating the key concepts, it is much too simplistic to be used for validation purposes. In real life, fibers seldom align perfectly with grid axis and images have considerable noise. For these reasons, we have tested our algorithm using a publicly available synthetic dataset created by a software, Numerical Fiber Generator (NFG) [3] for generating random numerical structures consisting of densely packed bundles of fibers, including kissing and crossing fibers, fibers of
various radii and realistic noise. For our experiment, we have used the phantom A distributed with the NFG software, which consists of a matrix size $20 \times 20 \times 20$, packing 15 fiber bundles in various configurations (Fig. 3).

In this experiment, we have computed connectivity from each one of the 30 seed regions using 160 sampled directions. To allow for the recovery of the curvier paths, we set $\alpha = 8$. The computation time was under 5 minutes. We have also computed streamline tractography (using Slicer3, www.slicer.org) for illustrating the ‘true’ paths. We have filtered the computed streamlines to only show the strands that pass through the target region. For fair comparison, we have added the two cost maps starting from the source and target regions. Figure 4 shows the volume rendering of the cost maps overlaid with the streamline results for all 15 fiber bundles. The cost maps were thresholded at 8 percent of the maximum cost value, an empirically set value that needs to be further investigated. We further constructed a connectivity matrix by computing connectivity cost from each source region and averaging the cost at each target region. The resulting connectivity matrix (Fig. 3 right), indicates that all true connections are recovered, with very few “false positives”.

**Primate Data.** We applied our method to *in-vivo* primate data as a first application on real datasets. Ten rhesus monkeys of age 12 months were scanned on a 3T Siemens Trio scanner with 8-channel phase array trans-receiving volume coil. DWI were acquired along 60 directions with voxel size of $1.3 \times 1.3 \times 1.3 \text{mm}^3$, with a matrix size of $128 \times 128 \times 80$. A population average was computed via the DWI atlas building method described in [11]. The ODF image was computed on this DWI atlas. Source regions were manually placed in the internal capsule (3 consecutive axial slices), in the genu of the corpus callosum (CC) (single sagittal slice) and in the whole length of the CC (single sagittal slice). Fig. 5 shows the
Fig. 4. Individual fiber bundle paths recovered from the NFG phantom. The cost maps were thresholded and rendered using marching cubes (red). For each seed region, we also show the streamline tractography results for illustration purposes (blue).

computed average costs, using 40 sampled directions on the unit sphere. These computations took approximately 80 minutes. Note that all the primate cost maps were computed with the same parameters and resulted in comparable cost values despite the differences in ROI size as well as tract length and shape. It should be noted that for this dataset, the atlas building process was done using co-registration based on a single tensor representation. This leads to a rather strong smoothing of the ODF data and the derived connectivity maps.

Importantly, note the lateral projections of the genu into the frontal lobe; this clearly demonstrates that our method is able to successfully resolve crossing fibers. Similarly, the internal capsule connectivity maps show large lateral sections of the cerebrospinal tract, which are only accessible via crossing fibers.

Mouse Data. We next applied our connectivity method to ex-vivo mouse data to test its performance at very high resolution settings. The DWI were acquired along 42 directions with a voxel size of $59 \times 71 \times 75$ microns, leading to a matrix size of $159 \times 288 \times 188$. A seed region was placed on a single coronal slice for the fornix region. We computed connectivity using 20 sampled directions, which took approximately 4 hours. Comparison of this with the performance on the monkey dataset shows that the algorithm’s run time is mainly driven by the number of sampled directions (approximately quadratic), followed by spatial resolution (approximately linear), which is consistent with the theoretical analysis. Fig. 6 shows the computed average cost, overlayed with the streamline tractography results for comparison purposes. Note the left-right asymmetry in the streamline tractography, which is accurately captured by the cost map.

Human data. The final dataset consists of a single healthy adult volunteer scanned with the same protocol at 3 different b-values (1000, 2000, 3000) with
a Siemens Tim Trio 3T scanner. DWI were acquired along 64 directions with an isotropic voxel size of 2mm, with a matrix size of $106 \times 106 \times 76$. After rigidly registering the three scans, a manually placed ROI in the genu of the corpus callosum was used as source. The average cost maps, computed using the exact same parameters (20 sampled directions on the unit sphere, computation time 10-12 minutes) as well as the same ROI, are visualized in Figure 7 using the same color map. As expected, the connectivity maps appear less smoothed and we find sharper connectivity as the b-value increases. Additionally, this dataset further illustrates both the robustness of our algorithm to noise and the comparability of our connectivity metric across different scan parameters, ROI and brain sizes, tract properties, and species.

Fig. 5. Average cost map computed on the rhesus monkey DWI atlas with the source located in the internal capsule (A, B); the genu of the CC (C); and the full length of the CC (D, E, F). The grayscale overlays show the FA map, the heat map shows average cost. The source regions are shown in blue.

Fig. 6. Average cost map for fornix on a mouse. (A) axial view, (B) sagittal view (C) 3D rendering of the thresholded cost map (red) and streamline tractography (blue). The grayscale overlays show the FA map, the heat map shows the average cost.
4 Discussion

We present a new method for the computation of diffusion imaging based white matter connectivity. This method is efficient and resilient to noise, handles multiple seed regions straightforwardly and works well in presence of crossing fiber tracts. The proposed method is generic and could be easily applied to non-diffusion data as long as local directional data can be derived.

A significant contribution of this method is the ability to recover longer fiber tracts, which are typically biased against due to accumulated cost or loss of probability. Our average cost metric overcomes these difficulties. While in theory the average cost metric will in fact favor longer tracts (if the propagation cost is infinitesimally small while the tract length increases, the average cost will be reduced by following a long tract), these situations will only occur in synthetic data since the propagation cost is not negligible in real data where perfect grids of tracts colinear with the diffusion axes do not exist. Therefore, our method in practice offers a length-independent connectivity metric as demonstrated by the presented datasets. Such a metric is far more suitable than length-dependent metrics for subject-specific studies of neuropathology as well as network studies where the connectivity strengths of various ROI’s need to be compared. Additionally, it should be noted that the connectivity maps, rather than thresholded binary fiber reconstructions (which are used here for visualization purposes), are the primary product of this method targeting network studies.

Currently we are performing more thorough evaluation studies of the method using human, non-human primate as well as rodent imaging data. Furthermore,
we are working on the empirical evaluation of parameters and the improvement of the ODF weight function and the angle penalty function.
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